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Executive Summary 

5G-XHaul focuses on developing a converged optical and wireless network solution supported by a flexible 
and scalable control plane with the aim to form a flexible transport infrastructure. This infrastructure will be 
able to jointly support the backhaul (BH) and fronthaul (FH) functionalities required to cope with the future 
challenges imposed by fifth generation (5G) Radio Access Networks (RANs). 

In this context, one of the main topics of interest of 5G-XHaul is millimetre wave (mmWave) communications, 
both from the theoretical and simulation, to the implementation, integration and test. This work has been di-
rected to analyse and study the use of mmWave in access, FH and BH. 

The first contribution is an assessment of the viability of IEEE 802.11ad and IEEE 802.11ay mmWave tech-
nologies to provide wireless FH. Consideration is made with respect to the offered bandwidth and the latency. 
The conclusion is dependent on: 

a) The number of bonded channel and MIMO streams of the IEEE 802.11ad/ay link. 

b) The data rate of the remote radio unit (RRU) being fronthauled. 

c) The functional split between RRU and CU (centralised unit). 

Considering high performance 5G small cells it is recommended that a high functional split be used to bring 
the bandwidth and latency requirements into the capability range of a typical mmWave link. 

The second piece of work considers firstly, a joint access and FH link, and secondly, the sharing of a radio 
channel between access and BH in the mmWave band. 

Finally, there is a study on mmWave meshed BH using a dynamic system simulator. This demonstrates the 
viability of the technology over multiple-hops (up to four in the example studied), and shows the influence of 
the number of points of presence (POPs) and the number of radio channels available. The latency of the BH 
is approximately 0.5 ms per hop. 
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1 Introduction 

One of the main technologies the 5G-XHaul project is currently tackling is the so-called millimetre wave 
(mmWave). Up to now, different partners of the consortium have focused their efforts in the research and 
development of mmWave systems and circuits. 

The general architecture of the 5G-XHaul transport infrastructure data plane was firstly included in deliverable 
D2.2 [12] where, specifically, the wireless mmWave architecture was initially defined. Following this, there has 
been additional technical work in the context of Work Package (WP) 4. Figure 1-1 sketches the structure of 
the two main tasks which study mmWave aspects. Task 4.2.1 focuses on the research towards understanding 
the general mmWave-related research, and on providing the Blu Wireless Technology (BWT) platform with 
some of the findings the task has as outcomes [3][4][5]. As well, deliverable D4.4 [2] aims at using multiple 
antennas to attain a reliable and high data rate communication in the expected scenarios, overcoming the 
mmWave propagation disadvantages. Deliverable D4.8 [6] summarises work in these deliverables. In parallel, 
Task 4.2.2 aims at the development of the 5G-XHaul mmWave transceiver solution, from the chip and antenna 
design to the analogue front end (AFE) integration [1]. 

 

Figure 1-1: Sketch on the technical work belonging to WP4. 

This document captures results on mmWave transport that have not been captured in the previous delivera-
bles. In particular, we examine the viability of FH over mmWave links, and the use of meshing to provide 
resilience and to realise data transfer between nodes that do not possess a direct line-of-sight (LoS). Given 
the surge of interest in mmWave links for 5G access, the document also looks into methods of joint access 
and BH. 

Organisation of the document 

This deliverable is structured in three main sections. Following the introduction section, in Section 2 we eval-
uate the application of mmWave for fronthauling, using the latest specifications of IEEE 802.11ay to dictate 
the capabilities of the mmWave links. Section 3 presents the use of mmWave for access and BH links. Meshing 
of mmWave links is evaluated in Section 4 using a dynamic system simulator. Finally, Section 5 concludes the 
deliverable. 
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2 Millimetre Wave for Fronthaul 

2.1 Performance of mmWave FH Technologies vs. FH Requirements 

In WP2 [11], [12], [13], 5G-XHaul derived requirements for future transport networks. This section compares 
these requirements against the performance of current and future mmWave technology performance to derive 
the use cases where mmWave technology can be applied to fronthauling. 

State of the Art mmWave Technology 

Current mm-Wave products can be separated into those using proprietary technology and those that follow 
open standards, the most popular being the 60 GHz WiGig standard IEEE 802.11ad [1][8], and its planned 
successor, 802.11ay [9]. An analysis of available proprietary solutions was composed by the EU-project iJOIN 
in [10]. These solutions are mainly tailored for the current CPRI standard, i.e. 4G technology. We hence focus 
on the two mentioned IEEE standards to evaluate their suitability for 5G FH. 

Throughput Comparison 

Table 2-1 shows the maximum performance of both standards for several configurations. The theoretic maxi-
mum PHY-layer rates can be easily derived from parameters such as symbol duration, modulation and coding 
scheme (MCS), and channel bandwidth. However, in order to compare the performance against the require-
ments of WP2, the MAC throughput is a more reasonable performance measure, as FH data will be carried as 
payload. Using the BWT dynamic system simulator the achievable rate measured at the top of the MAC layer 
has been estimated for an IEEE 802.11ad unidirectional link. At long scheduling periods (see discussion in 
deliverable D3.1 [14]) the overhead from the beacon part of each beacon interval is low, and the MAC & PHY 
overhead is about 5% (MAC headers, preamble, PHY header, interframe spacing, Block ACK). With smaller 
scheduling periods the latency falls, the beacon header overhead increases, and the maximum sustainable 
rate (max load) falls, Figure 2-1. 

If we add another 5% for the beacon part, and some margin for retransmissions (and possible transmitter 
window stalling), a conservative figure to assume would be 15% total reduction in rate over the headline MCS 
rate. Hence we have used the assumption of 15% overhead to derive the peak MAC layer throughputs in Table 
2-1 for all configurations. 

 

Figure 2-1. Performance trade-offs for an IEEE 802.11ad PBSS with a unidirectional link with rate of 
4.62 Gbps (MCS 12). 
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Table 2-1: Maximum data rates of 60 GHz IEEE 802.11 technologies. 

Standard Configuration 
Short 
name 

Max. PHY rate 
Max. MAC throughput 

(15 % overhead) 

802.11ad 
1 stream, 
1 channel 

ad 1x1 8.11 Gbps  6.8 Gbps 

802.11ay 

1 stream, 
2 channel 

ay 1x2 16.22 Gbps 13.7 Gbps 

1 stream, 
4 channels 

ay 1x4 32.3 Gbps 27.5 Gbps 

4 streams, 

4 channels 
ay 4x4 129.4 Gbps 110.0 Gbps 

8 streams, 
4 channels 

ay 8x4 258.7 Gbps 219.9 Gbps 

 

Figure 2-2: mmWave technology throughput performance vs. FH peak data rate requirements. 

For IEEE 802.11ay we have listed several configurations, as it supports up to 4 channels and up to 8 streams 
using MIMO. A channel is 2.16 GHz wide. The minimum channel allocation is 2 for a pair of 802.11ay stations 
to form a link. While a bundling of channels seems reasonable for FH applications, the use of MIMO heavily 
depends on the channel characteristics. Especially for rooftop-mounted, fixed point-to-point or point-to-mul-
tipoint applications it is still unclear whether high spatial separation can be achieved. Accordingly, the results 
for the 8x4 configuration of 802.11ay should be viewed with caution. In general, these max. rates can also be 
only achieved with very good SNRs, hence we assume a best-case scenario here. 

Figure 2-2 compares the MAC throughput from Table 2-1 to the peak requirements derived in [11] and [15] for 
different functional splits and different air interfaces. As can be seen the 802.11ad 1x1 configuration can 
achieve the required data rates for 4G FH, even for high-demanding splits like split A and traditional CPRI. 
However, they are unsuitable for the exemplary 5G configurations we derived in WP2. 

Taking the reasonable 1x4 (1 stream, 4 channels) configuration of 802.11ay, it is already possible to approxi-
mately fulfil the requirements for Split C, as this split is already close to the traditional BH split. Finally, the 8x4 
(8 streams. 4 channels) configuration can fulfil all requirements for all splits and air interface, except for the 
CPRI split. Recalling, that the difference between the CPRI split and split A is that split A avoids the scaling of 
FH data rate with the number of antennas for massive MIMO, this again points to the necessity to implement 
new functional splits as discussed in deliverable D2.1 [11]. 

                                                      
1 This is for single carrier mode MCS 12.6 (64QAM code rate 7/8). 

2 This (and other 802.11ay options) assume single carrier mode, 64QAM code rate 7/8, normal GI. 
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Next, we also compare the 802.11 throughput performance to the aggregate FH data rates derived from real-
life measurements in [15], to evaluate the suitability of mmWave technology not only for the last mile, but also 
for aggregation of several FH links. The comparison is illustrated in Figure 2-3. It can be seen that for 4G LTE, 
the different 802.11 technologies could be used to aggregate the traffic of between 40 (Split A) and more than 
1000 (Split C) cells. However, only the 8x4 and 4x4 configuration can deliver the performance required to 
aggregate 5G cells, ranging between 1-2 cells for split A and 20-100 cells for split C. 

 

Figure 2-3: mmWave technology throughput performance vs. FH aggregate data rate requirements. 

Latency Comparison 

As discussed in deliverable D2.1 [11], future FH interfaces also need to fulfil certain latency constraints. How-
ever, these constraints are not as clearly derived as the data rate requirements. For CPRI, it is well known that 
the limitation lies in the HARQ budget of LTE, which is 3 ms (after subtracting the DL receiver processing time, 
compare [18]). Further subtracting the BB processing time, this results in approximately 250 µs of FH latency 
budget. Both values are indicated in Figure 2-4 as black lines. However, this could change for 5G networks, 
depending on the parametrization of PHY and HARQ. Hence, we derived in [15] more fundamental latency 
limits based on channel coherence time. The basic assumption here is that several adaptive methods (channel 
estimation, precoding, etc.) are based on channel knowledge and hence, should be performed within the chan-
nel coherence time. Figure 2-4 illustrates the channel coherence time, again for the different air interfaces and 
for different UE speeds.  

The achievable latency of mmWave products was evaluated by 5G-XHaul and is available for commercial 
proprietary solutions. It ranges between 20 µs [7] and around 200 µs [10], [12], for a single hop, which is also 
illustrated in Figure 2-4. 

As can be seen from Figure 2-4, 802.11 latencies are below the requirements based on channel coherence 
time, except for the mmWave access air interfaces at very high speed. We hence conclude that in principal 
mmWave technology (with a single hop) is suitable for most FH use cases. However, these results need to be 
viewed with care, as both the actual 802.11 performance as well as the actual requirements of 5G air interfaces 
depend on several factors mentioned earlier (HARQ implementation in 5G; contention in mmWave MAC). 
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Figure 2-4: mmWave technology latency vs. FH requirements. 

Jitter and synchronization via mmWave 

The provision of frequency and phase synchronisation over mmWave links was discussed in detail in deliver-
able D4.13 [20]. In principle, SyncE can provide high accuracy syntonisation, whilst IEEE 1588v2 offers good 
phase accuracy of the clock. Jitter on the wireless link (or links if there are multiple hops) can be compensated 
for by the transparent clock mechanism. In terms of jitter in the delivery of the FH payload itself, jitter is likely 
to be dominated by retransmission events on the mmWave air interface and by the time division duplex (TDD) 
nature of the link. 

This has been studied by the BWT system simulator, and the results are shown in Figure 2-5. Here the delay 
is measured for traffic passing through a switch over an IEEE 802.11ad link (at MCS12) and through a second 
switch. The beacon interval [14] is shared between the link from the PBSS Control Point (PCP) to the non-
PCP STA, and the reverse link. Since the link from the PCP is scheduled first this shows lower latency. With 
no errors, the delay spread is approximately 125 ɛs, but this more than doubles with a 1% packet error rate. 
The time alignment requirement for CPRI is 65 ns, which is required for TX MIMO (to align antenna ports in 
time). As the 125 µs here is too large, the question is whether the delay could be accurately estimated and the 
samples aligned with a buffer to reduce the spread. The buffer then just adds to overall latency. Since CPRI is 
constant rate it would just have to output the frames at exactly that rate. However, such a buffer would need 
to compensate ALL delay variation, which according to the figure would induce a delay of >1 ms, which is more 
than the CPRI requirement of ~ 200 µs. For the other splits the requirements would be relaxed as the time 
alignment would be performed at the remote radio head (RRH) anyway. 
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Figure 2-5. Delay between MACs plus a switching time of 0.3 ms for a bidirectional IEEE 802.11ad link 
loaded with 1800 Mbps of traffic in each direction 
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3 Joint Design of Access and Fronthaul/Backhaul 

3.1 Joint Design of Access and Fronthaul 

Although specialized mmWave products are already in use for last-mile FH, they so far have not seen large 
scale deployment. In order to deliver the benefits of a wireless FH solution to a wider range of use cases, new 
approaches to mmWave access and FH have to be derived. The concluded EU-project iJOIN pioneered the 
approach of a joint design of radio access and FH [10]. Such a joint design considered both wireless segments 
to derive more coordinated approaches in order to improve network performance. These approaches ranged 
from the PHY- over the MAC- to the Network layer, covering such aspects as joint detection and decoding, 
joint scheduling and cell selection, or optimized routing.  

One general challenge in mmWave communications is the strong attenuation of the radio waves by precipita-
tion [21]. Accordingly, it is important to design mmWave FH links for, e.g. rainy scenarios. Conventionally, this 
can be done by either adaptive modulation and coding (AMC), or by allocating a corresponding margin in the 
link budget. As both methods have disadvantages (variable throughput in case of AMC, lower range in case 
of a margin), an alternative solution was derived in 5G-XHaul, which is also reported in [16], [17]. This alterna-
tive method is based on a joint radio access and FH receiver, which is summarized in the following text. The 
full details can be found in the previously given references. 

The joint receiver is based on the principle that the unreliability of FH links due to precipitation is not avoided 
by AMC or a link budget margin, but taken into account by the radio access receiver. In FH scenarios where 
one of the lower functional splits (A, B) is implemented, the user data is encoded at the UE for the RAN link 
and only decoded in the baseband unit (BBU). Therefore, it is protected against errors while on the FH link. 
We can hence cope with FH unreliability, provided that it is considered in the RAN receiver. For this, the RAN 
and FH links are not seen as separate, but as one joint link. This concept is illustrated in Figure 3-1. 

The underlying concept of the joint receiver is a joint minimum mean square error (MMSE) estimation of the 
I/Q-symbols transmitted over the FH link. The principal can be illustrated by the following formula: 

ὼ  
ὼ᷿ᴂВ ὴὼὴὼȿὼБ ὴήȿήÄὼᴂ

В᷿ ὴὼὴὼȿὼБ ὴήȿήÄὼᴂ
ȟ (3.1) 

where ὼ is the symbol transmitted from the UE, ὼᴂ is the symbol received at the RU after RAN transmission, ή 
is the digitized received symbol before the FH and ή is the ὦ-th bit of the received digitised symbol after the 

FH. ὴὼȿὼ denotes the symbol transition probability of the RAN and ὴήȿή of the FH channel. Finally, ὼ is 

the jointly estimated symbol at the central unit (CU), which is used to calculate the soft information that serves 
as input to the RAN decoder. Basically, the reliability information of the FH channel, ὴὼȿὼ, is taken into 
account when calculating the radio access channelôs soft information. 
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Figure 3-1: Principle of joint radio access and FH receiver. 

 

Figure 3-2: Single-link BER performance of joint radio access and FH receiver compared to tradi-
tional receivers. 

This joint receiver now yields good end-to-end (from UE to CU) bit error rates (BERs), even when the FH is 
unreliable. The performance gain over conventional, separate receivers is illustrated in Figure 3-2. As can be 
seen, a gain of up to 2 dB in SNR can be achieved.  

Adopting this to a larger scenario as described in [17], Figure 3-3 shows an end-to-end throughput improve-
ment of up to 81%, compared to conventional receivers, and showing equal performance to encoded FH (as 
would be the case for e.g. 802.11-based FH), which however requires a separate FH en- and decoder. As can 
be also seen, the joint receiver offers no benefit in scenarios without rain. As it was designed to cope with 
unreliable FH links, it does not yield gains in scenarios where the FH is already very reliable, which is the 
assumption for the ñno rainò scenario. 
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Figure 3-3: Throughput comparison of joint and conventional receiver for different scenarios [17]. 

The joint receiver is not limited do data channels, but can be also applied to, e.g. synchronization channels 
(the random access channel, RACH) or for reference symbols required for channel estimation. However, the 
joint receiver also faces several disadvantages. One is the higher complexity, which needs to be weighed 
against the complexity reduction by avoiding separate FH coding, the other is that it requires a co-location of 
FH and RAN receiver at the same location, and preferably even on the same hardware. Finally, it is only 
applicable to the uplink, and new concepts will need to be applied to adapt the concept of unreliable FH to the 
DL as well. 

3.2 Wireless Self-backhauling 

Small cells are to play a key role to cope with the increasing traffic demands in mobile network. These small 
cells connect to the core network via wired or wireless BH links. The dense deployment of small cells and 
variety of services offered by the RAN having diverse requirements on throughput, latency and reliability, pos-
sess new challenges on BH links. One way to address these challenges is self-backhauling, i.e., the access 
and BH share the same wireless channel. 

3GPP stage 1 in its Release 16 [23] outlines the requirements for the self-backhauling in 5G networks. Among 
these requirements are the flexible partitioning of resources, autonomous configuration, multi-hop wireless 
connectivity, topology adaptation, and redundant connectivity. We explain how these requirements can be 
fulfilled using an example deployment of the small cells in 5G-network in Figure 3-4. 

3.2.1 Redundant Connectivity 

This requirement facilitates the adaptability, high throughout and high reliability needs of the 5G enabled de-
vices. Here the next generation eNB has multiple BH links (either wireless or wired) to enable a multi-link 
connectivity and adaptability. This multi-connectivity can be used to either increase capacity or reliability. On 
the other hand, multiple BH links allow to select the route to the core network with minimum delay. Hence 
providing a flexible and adaptive network. 
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Figure 3-4 Example scenario with self-backhauling. 

3.2.2 Autonomous Configuration and Topology Adaptation 

Autonomous configuration and topology adaptation are two crucial requirements for the deployment of small 
cells in the 5G network. Since small cells are needed to serve hotspots in the area, which are time dependent, 
the topology adaption is a key feature required for self-backhauling. Consider a public square where user 
density depends on various factors, e.g. day and time of the week, weather, etc. Hence these hotspots can be 
switched-off during the off-peak times, which requires the network topology to be adapted. Similarly, when 
these hotspots need to be active again, they must be capable of configuring themselves. 

3.2.3 Multi-hop BH links 

Multi-hop links are crucial to cover the last mile in the deployment of network when fibre deployment is cum-
bersome or not cost-effective. This allows operators to flexibly extend the coverage of the network and adapt 
the network to the traffic needs. However, one should take into account the delay and protocol overhead 
needed for multi-hop BH links. An evaluation of a multi-hop BH network is presented in chapter 4. 

3.2.4 Flexible Resource Partitioning 

MmWave plays an important role to provide 1000x increase in capacity for BH. However, the mmWave is also 
needed in access to meet the high capacity requirement of 5G enabled devices. Hence, flexible resource 
partitioning between access and BH is very important. Here we refer óspaceô, ófrequencyô and ótimeô as the 
fundamental resources of the network. MmWave provides a unique opportunity because of availability of large 
bandwidth and beamforming capability. The resources can be shared between BH and access partially or fully 
as depicted in Figure 3-5. In case of partial resource sharing, the frequency division or time division multiplex-
ing can be utilized, whereas due to beamforming the full bandwidth can be simultaneously utilized both for 
access and BH. 

Regarding resource partitioning of Sub-6 GHz, this plays an important role in connecting small cells with NLoS 
connectivity in urban areas (street level). Here resources of access network can be shared partially between 
BH and access. 
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Figure 3-5: Possibilities for resource sharing between access and BH. 
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4 Millimetre Wave Meshed Backhaul 

In some mmWave wireless BH deployments, the small cell or RRH cannot be backhauled/fronthauled by a 
single wireless link. Typical reasons are that the span to the POP (point of presence, aka gateway) is too long 
or blocked by buildings or other obstructions. In these circumstances, a multi-hop connection can be estab-
lished. If there are more than one possible multi-hop paths to the POP then the wireless BH network is de-
scribed as meshed. This offers resilience in the event of a link failure and provides additional capacity for load 
balancing and other traffic engineering functionality. 

In this section, we model a meshed BH network mapped to a cellular deployment in the Eixample district of 
Barcelona, as previously studied in deliverable D2.4 [22]. The objective is to assess the BH bandwidth per 
small cell and the latency to the POP. The cellular deployment is shown in Figure 4-1. There are 3 macro sites 
(nodes 4, 8,17), with fibre backhaul that are POPs, and 16 small cells. The red rectangles represent potential 
clustering of small cells to POPs. The blocks are 133.3 m x 133.3 m (street centre to street centre), giving an 
inter-site distance for adjacent small cells of 66.7 m. In the simulations, each node was offset from the ideal 
grid by a random distance within the range of +- 5 m in x and y directions to reflect the difficulty in the site 
placement. 

 

Figure 4-1. Cellular deployment under study. 

The BWT dynamic system simulator was used to model the BH network. This assumes that the links are 
formed using IEEE 802.11ad modems employing phased array patch antennae operating in the V-band (60 
GHz). Some simulation assumptions are captured in Table 4-1. 

The simulator follows a sequence of steps: 

1. Calculate the path gain matrix between nodes. 

2. Design the PBSSs and assign channels. 

3. Perform route calculation and evaluate the network performance (static simulation). 

4. Perform dynamic system simulation. 








































