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Abstract—Enhanced network capacity and reduced overhead 

will be some of the future communication networks requirements. 

In the absence of Channel State Information (CSI) at the 

transmitter, Blind Interference Alignment (Blind IA) has shown 

that optimal Degrees of Freedom (DoF) can be achieved, 

minimizing network's overhead. Limited spectrum is a basic issue 

that millimeter-Wave (mmWave) frequencies can resolve in 5G 

systems. Our contribution is an interference management scheme, 

based on Blind IA that can be employed in multi-cell, slow-fading, 

mmWave networks. Blind IA manages inter- and intra-cell 

interference by antenna selection and appropriate message 

scheduling. We show that our proposed scheme achieves higher 

sum rate than TDMA, and overall outperforms TDMA in terms of 

Degrees of Freedom (DoF) for the case of 𝑴𝒓 = 𝑵. Also, Blind IA 

provides better Bit Error Rate (BER) performance for users in the 

main cell and fairness, in terms of scheduling, to the network users. 

I. INTRODUCTION 

Cellular and wireless networks have been recently 

challenged by the increasing number of mobile Internet services 

and the constant growth of mobile data traffic. Fifth generation 

(5G) networks should provide reduced latency, improved 

energy efficiency, and high user data rates in dense network 

environments. Due to the current limited frequency spectrum, 

mmWave technology, offering a wide range of frequencies, can 

provide the required bandwidth to support high data rates.  

mmWave frequencies are considered both for access and 

fronthaul (transport links), especially for areas where optical 

fiber is difficult to install. However, mmWave channels suffer 

from high propagation loss, and thus require highly directional 

beamforming [1].  

Digital precoding, due to its complexity and increased cost, 

is not considered as an implementation solution in mmWave, 

although it provides higher Degrees of Freedom (DoF) [1]. A 

popular solution in mmWave systems is analogue 

beamforming, which provides high beamforming gains and is 

based on simple designs but reduces the flexibility of the 

system. It is usually implemented through RF phase shifters, 

which connect to one RF chain and control the phase of the 

signal at each antenna [2, 3]. In addition, adaptive analogue 

beamforming, proposed in [4], based on transmitter and 

receiver jointly selecting the optimal beamforming vector, can  

maximise received signal power. 

A combination of digital and analogue beamforming, known 

as hybrid beamforming constitutes another implementation 

solution in mmWave. Antennas can be connected either fully,  

 

increasing flexibility, or partially, reducing the complexity, to 

each RF chain.  

Another challenge will be the employment of novel 

interference management strategies that will manage 

interference, without increasing the system's overhead, and 

provide high data rates and reliable transmissions. Interference 

Alignment (IA) was introduced by Maddah-Ali et al. in [5], and 

Jafar et al. in [6] for the MIMO X channels, and by Cadambe et 

al. in [7] for the 𝐾-user interference channel, where 𝐾/2 DoF 

can be achieved. However, the main drawbacks of IA were the 

requirement of perfect and global CSI and computational 

complexity.  

Further work on IA led to the scheme of Blind IA, presented 

by Wang, et al. in [8] and Jafar in [9], for certain network 

scenarios, which can achieve full DoF in the absence of CSI at 

the transmitters (CSIT), thus reducing the system overhead. 

Moreover, Blind IA was introduced, by Jafar in [10], for 

cellular and heterogeneous networks, by “seeing” frequency 

reuse as a simple form of IA. Blind IA in heterogeneous 

networks was generalized in [11], introducing Kronecker 

(Tensor) Product representation and a variation of model 

parameters to optimize the sum rate performance. 

In the context of mmWave, initial research has shown that IA 

is considered as a possible implementation solution in 5G 

systems. In [12], authors investigate the feasibility of IA in 

mmWave systems, by identifying the conditions under which 

mmWave networks operate in the interference-limited regime. 

Moreover, authors in [13] propose an IA scheme for 3-cell 

mmWave mobile networks, investigating the sum-rate capacity.  

In this paper, based on [11], we introduce a Blind IA scheme 

in mmWave multi-cell networks, based on partially-connected 

antennas beamforming, where the codebook is constructed to 

fully mitigate inter- and intra-cell interference. From now on, 

to consider the cases of both access and fronthaul, reference to 

'users' can also refer to a mmWave Access Points (APs). In that 

case, the reference to 'main cell' and 'neighbouring cell' is not 

valid, as every AP will correspond to a cell. We consider a 𝐾-

user main cell and 𝐾 neighbouring cells, serving one user each. 

Our contribution is the consideration of inter- and intra-cell 

interference in all cells, of the position of every user, and the 

employment of Blind IA in mmWave systems. The Blind IA 

algorithm is described by using Kronecker product 

representation and optimisation of the sum rate. 
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II. SYSTEM MODEL 

  Consider the mmWave Broadcast Channel (BC) of a multi-

cell network, as shown in Fig. 1, with 1 main cell and 𝐾 

neighbouring cells. At the 𝑁 ×  𝑁 BC of the main cell, there is 

one transmitter 𝑇𝑥𝐴
 (equipped with a large uniform linear array 

(ULA)) with  𝑁 antennas and 𝐾 RF chains, and 𝐾 users 

equipped with 𝑁 antennas and RF chains each. Transmitter 𝑇𝑥𝐴
  

has 𝑁 messages to send to every user, and when it transmits to 

user 𝑎𝑘, where 𝑘 ∈ {1,2, … , 𝐾}, it causes interference to the 

other 𝐾 − 1 users in the main cell and the neighbouring cell 

user 𝑓𝑘. A neighbouring cell is considered to interfere with 

every user in the main cell. At the 𝑀𝑟 ×  𝑁 BC of each 

neighbouring cell, there is one transmitter 𝑇𝑥𝐹𝑘
 (equipped with 

a large ULA) with 𝑁 antennas and one RF chain, and one user 

𝑓𝑘 equipped with 𝑀𝑟 = {𝑁 − 1,𝑁} antennas. When transmitter 

𝑇𝑥𝐹𝑘
 transmits ℳ = (𝐾 − 1)(𝑀𝑟 − 1) + 1 messages to user 𝑓𝑘, 

it causes interference to the main cell user 𝑎𝑘. We consider that 

all channels remain constant over 𝑇 time slots (i.e. 

supersymbol) and the position of users in the cells, as 

summarized in Table I. 

 
Fig. 1.  Example model of Multi-cell mmWave network 

 We consider the following example model: In the main cell, 

there are 𝐾 = 2 users, 𝑁 = 2 messages intended for every user, 

and transmit and receive antennas. Additionally, there are 𝐾 =
2 neighbouring cells, with 𝑁 = 𝑀𝑟 = 2  transmit and receive 

antennas each, and ℳ = 2 messages are intended for every 

user in the neighbouring cells. The channels remain constant for 

𝑇 = 3 time slots. 

Table I. Distance Metrics for example model 

Description Value 

mmWave cell radius 200m 

Reuse Distance main-neighbouring cell 100m 

Distance of 𝑎1 from 𝑇𝑥𝐴
 20m 

Distance of 𝑎2 from 𝑇𝑥𝐴
  70m 

Distance of 𝑓1 from 𝑇𝑥𝐹1
 20m 

Distance of 𝑓2 from 𝑇𝑥𝐹2
 10m 

 

In the main cell, the 𝑁𝑇 × 1 signal at receiver 𝑎𝑘, for the 

supersymbol considering slow fading, is given by: 

𝒚𝑎𝑘
= 𝑯𝑎𝑘

𝒙𝐴 + 𝑯𝑓𝑘𝑎𝑘
𝒙𝑓𝑘

+ 𝒛𝑎𝑘
, 

where 𝑯𝑎𝑘
∈ ℂ(𝑇𝑁×𝑇𝑁) is the channel transfer matrix from 𝑇𝑥𝐴

 

to receiver 𝑎𝑘 and is given by 𝑯𝑎𝑘
= √𝛾𝑎𝑘

(𝑰𝑇 ⊗ 𝒉𝑎𝑘
) (here 

and throughout 𝑯𝑘 = √𝛾𝑘(𝑰𝑇 ⊗ 𝒉𝑘) with 𝒉𝑘 denoting the 

channel coefficients from 𝑇𝑥𝑘
 to 𝑘 for one time slot, 𝛾𝑘 = 1/𝑑𝑘

𝑛 

the path loss of user 𝑘 with 𝑛 denoting the path loss exponent 

considered for a mmWave urban environment (𝑛 = {2,3}), and 

⊗ the Kronecker product). 𝑯𝑓𝑘𝑎𝑘
∈ ℂ(𝑇𝑁×𝑇𝑀𝑟) is the 

interference channel transfer matrix from 𝑇𝑥𝐹𝑘
 to receiver 𝑎𝑘. 

Due to the users' different locations, channel coefficients are 

statistically independent, and follow an i.i.d. Gaussian 

distribution 𝒞𝒩(0,1). Finally, 𝒛𝑎𝑘
∽ 𝒞𝒩(0, 𝜎𝑛

2𝑰𝑇) denotes the 

independent Additive White Gaussian Noise (AWGN) at the 

input of receiver 𝑎𝑘.  

The channel, based on the model proposed by R.W. Heath 

(eq. 4 in [14]), is expressed as: 

𝑯 = √
𝑁𝐵𝑆𝑁𝑀𝑆

𝜌
∑ 𝛼𝑙

𝐿

𝑙=1
 𝒂𝑀𝑆(𝜃𝑙)𝑎𝐵𝑆

𝐻 (𝜙𝑙), 

where 𝑁𝐵𝑆 , 𝑁𝑀𝑆 denote the number of antennas at the base 

station (BS) and the mobile station (MS) respectively, 𝜌 is the 

average path-loss between the BS and the MS, 𝛼𝑙  expresses the 

complex gain of the 𝑙𝑡ℎ path, and 𝒂𝐵𝑆(𝜙𝑙), 𝒂𝑀𝑆(𝜃𝑙) denote the 

array response vectors at the BS and MS respectively. For all 

the simulations in this paper, we have considered number of 

paths as 𝑙 = 4. 

The total transmit power, as initially presented in [11], is 

given by the power constraint:  

𝑃𝑚𝑎𝑖𝑛 𝑐𝑒𝑙𝑙 = 𝔼[tr(𝑿𝐴𝑿𝐴
𝑇)] = 𝐾𝑁𝒶2 

Then, the 𝑁𝑇 × 1 transmitted vector 𝒙𝐴 is given by: 

𝒙𝐴 = ∑ 𝑽𝑎𝑘

𝐾

𝑘=1
𝒖𝑎𝑘

 , 

where 𝒖𝑎𝑘
 is the 𝑁 × 1 data stream vector of each user 𝑎𝑘, and 

𝑽𝑎𝑘
 is the 𝑁𝑇 × 𝑁 beamforming matrix of user 𝑎𝑘. As 

mentioned in [11], the choice of the beamforming matrices 

carrying messages to users in the main cell is not unique and 

should lie in a space that is orthogonal to the channels of the 

other 𝐾 − 1 users in the main cell. The beamforming matrix, 

based on [11], for user 𝑎𝑘, is given by: 

𝑽𝑎𝑘
=

𝒶

√𝑁
(𝒗𝑎𝑘

⊗ 𝑰𝑇), 

where 𝒶 ∈ ℝ is a constant determined by power considerations 

(see eq. (3)) and 𝑇 × 1 𝒗𝑎𝑘
 should be a unit vector with entries 

equal to 𝑐, √1 − 𝑐2  (for 𝑐 ∈ ℝ and 𝑐 ≠ 0,±1) or 0, with a 

different combination for every 𝑎𝑘. For every main cell user, 

there will be one time slot in which only they will be receiving 

messages and another slot (time slot 1 in Fig. 2) over which 𝑇𝑥𝐴
 

will transmit to all users. 

 

Example 1. The beamforming matrices, as shown in Fig. 2, are 

given by: 

 𝑽𝑎1
=

𝒶

√𝑁
(𝒗𝑎1

⊗ 𝑰3) =
𝒶

√2
([𝑐 √1 − 𝑐2 0]𝑇 ⊗ 𝑰3) 

  𝑽𝑎2
=

𝒶

√𝑁
(𝒗𝑎2

⊗ 𝑰3) =
𝒶

√2
([𝑐 0 √1 − 𝑐2]𝑇 ⊗ 𝑰3). 

 

At each neighbouring cell, the 𝑀𝑟 ×  1 signal at receiver 𝑓𝑘, 

for the supersymbol, is given by: 

𝒚𝑓𝑘
= 𝑯𝑓𝑘

𝒙𝑓𝑘
+ 𝑯𝐴𝑓𝑘

𝒙𝐴 + 𝒛𝑓𝑘.
 

 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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Fig. 2.  Beamforming in the main and neighbouring cells. 

The total transmit power is given by the power constraint:  

𝑃𝑛𝑐𝑒𝑙𝑙 𝐹𝑘
= ℳ

𝒷

𝑀𝑟
, 

and the 𝑀𝑟 ×  1 vector, transmitted by 𝑇𝑥𝐹𝑘
 is given by: 

𝒙𝑓𝑘
= 𝑽𝑓𝑘

 𝒖𝑓𝑘
, 

where 𝒖𝑓𝑘
 is the ℳ × 1 data stream vector of each user 𝑓𝑘, 

and 𝑽𝑓𝑘
 the 𝑁𝑇 × ℳ beamforming matrix given by: 

𝑽𝑓𝑘
=

𝒷

√𝑀𝑟
(∑ 𝜉𝑖 𝑓𝑘

𝑇 ⊗ 𝒓𝑖𝒒𝑖
𝑇
𝑖=1 ), 

where 𝒷 ∈ ℝ is a constant determined by power considerations 

(see eq. (6)), and 𝒗1 𝑓𝑘
= ∑ 𝜉𝑖 𝑓𝑘

 𝑇−1
𝑖=1  and 𝒗2 𝑓𝑘

= 𝜉𝑖 𝑓𝑘
  are 

1 × 𝑇 vectors. For 𝑖 = 1,… , 𝑇 − 1, 𝜉𝑖 𝑓𝑘
 has one entry equal to 

𝑑 (for 𝑑𝜖ℝ and 𝑑 ≠ 0,±√
1

(𝑇−1)(𝑀𝑟−1)
 ), and 𝑇 − 1 entries equal 

to 0, such that 𝒗1 𝑓𝑘
= ∑ 𝜉𝑖 𝑓𝑘

 𝑇−1
𝑖=1  has 𝑇 − 1 entries equal to 𝑑 

and one entry equal to 0. Vector 𝒗2 𝑓𝑘
 has only its 𝑡1

𝑡ℎentry 

(𝑡1 denoting the time slot that 𝑎𝑘 receives no interference) equal 

to √1 − (𝑇 − 1)(𝑀𝑟 − 1)𝑑2 and all the rest equal to 0, such 

that ∑ 𝒗𝑗 𝑓𝑘

2
𝑗=1  has no zero elements for every 𝑘. 

• If 𝑀𝑟 = 𝑁, for  𝑖 = 1, . . . , 𝑇 − 1, we set 𝒓𝑖 equal to the first 

𝑁 − 1 columns of  𝑰𝑁 with 𝒆1 equal to the sum of the columns 

of 𝒓𝑖, and 𝒆2 = 𝒓𝑇 equal to the last column of 𝑰𝑁 (Fig. 3 left). 

• If 𝑀𝑟 = 𝑁 − 1, for 𝑖 = 1, . . . , 𝑇 − 1, we set 𝒓𝑖 equal to the 

sum of the first 𝑀𝑟 columns of 𝑰𝑁 with 𝒆1 = 𝒓𝑖 for any 𝑖, and 

𝒆2 = 𝒓𝑇 equal to the last column of 𝑰𝑁 (Fig. 3 right). 

    

Fig. 3. Design of 𝒆𝑖 , 𝒓𝑖: (left) 𝑀𝑟 = 𝑁, (right) 𝑀𝑟 = 𝑁 − 1 

Furthermore, for 𝑖 = 1, . . . , 𝑇 − 1 and 𝑖 ≠ 𝑡2  (𝑡2 denoting the 

time slot that 𝑇𝑥𝐴
 transmits to all users in the main cell), 𝒒𝑖 is 

equal to the submatrix of 𝑰ℳ consisting of rows (𝑀𝑟(𝑖 − 1) +
1,𝑀𝑟𝑖), and 𝒒𝑇 is equal to the submatrix of 𝑰ℳ consisting of  

row ℳ, and 𝒒𝑡2
 is equal to any one of 𝒒𝑖 for 𝑖 = 1, . . . , 𝑇 − 1  

and 𝑖 ≠ 𝑡2 . The tth component of 𝜉𝑖 𝑓𝑘
  being 1 means that in 

the kth neighbouring cell, the antennas determined by 𝒓𝑖  are in 

use at time 𝑡, and the messages determined by 𝒒𝑖 are 

transmitted. 

Example 2. The beamforming matrix for user 𝑓1, as depicted in 

Fig. 2, are given by: 

𝑽𝑓1 =
𝒷

√2
(∑ 𝜉𝑖 𝑓1

𝑇 ⊗ 𝒓𝑖𝒒𝑖
3
𝑖=1 ), 

with              ∑ 𝜉𝑖 𝑓1
2
𝑖=1 = 𝒗1 𝑓𝑘

= [𝑑 0 𝑑], 

𝜉3 𝑓𝑘
= 𝒗2 𝑓𝑘

= [0 √1 − 2𝑑2 0] 

For 𝑖 = 1,2: 

𝒓𝑖 = 𝒆1 = [1 0]𝑇, 𝒓3 = 𝒆2 = [0 1]𝑇, 

and 𝒒𝑖 the ith unit basis vector where: 

𝒒1 = 𝒒2 = [1 0], 𝒒3 = [0 1]. 

A. Interference Management 

In all mmWave cells, in order remove inter- and intra-cell 

interference, the received signal should be projected to a 

subspace orthogonal to the subspace that interference lies in.  

 

Definition 1. In the main cell, the rows of the 𝑁 × 𝑁𝑇 

projection matrix 𝑷𝑎𝑘
= ∑ (𝒘𝑠 𝑎𝑘

⊗ (𝑫𝑠 𝑎𝑘
�̃�𝑓𝑘𝑎𝑘

))2
𝑠=1 , form 

an orthonormal basis of this subspace, where 

1. for all 𝑠, the 1 × 𝑇 𝑤𝑠 𝑎𝑘
 is a unit vector orthogonal to 𝒗𝑎𝑘

 

for 𝑖 ≠ 𝑘, 

2.  𝒘𝑠 𝑎𝑘
 has coefficients equal to zero on the non-zero values 

of 𝜉𝑖 𝑓𝑘

𝑇  for 𝑖 = 1,2, . . . , 𝑇 − 1, 𝑠 = 2, and 𝜉𝑖 𝑓𝑘

𝑇  for 𝑖 = 𝑇, 𝑠 = 1, 

3. 𝑫1𝑎𝑘
= 𝑑𝑖𝑎𝑔(𝒆2)  and 𝑫2𝑎𝑘

= 𝑑𝑖𝑎𝑔(𝒆1),  

4. �̃�𝑓𝑘𝑎𝑘
 is an 𝑁 × 𝑀𝑟 matrix, whose rows are unit vectors, with 

the Nth row orthogonal to all the columns of 𝒉𝑓𝑘𝑎𝑘
𝒆1  , and the 

remaining 𝑁 − 1 rows orthogonal to the columns of 𝒉𝑓𝑘𝑎𝑘
𝒆2.  

 

Theorem 1. Multiplying the received signal by 𝑷𝑎𝑘
 

�̃�𝑎𝑘
= 𝑷𝑎𝑘

𝒚𝑎𝑘
= 𝓗𝑎𝑘

𝒖𝑎𝑘
+ 𝒛𝑎�̃�

, 

where  

𝓗𝑎𝑘
=

𝒶

√𝑁
𝓓𝑎𝑘

𝓚𝑎𝑘
, 

𝓓𝑎𝑘
= ∑ (𝒘𝑠 𝑎𝑘

𝒗 𝑎𝑘
𝑫𝑠 𝑎𝑘

)
2

𝑠=1
= diag(𝒘𝑠 𝑎𝑘

𝒗 𝑎𝑘
), 

𝓚𝑎𝑘
= √𝛾𝑎𝑘

�̃�𝑓𝑘𝑎𝑘
𝒉𝑎𝑘

, 

and 𝒛𝑎𝑘.
̃ = 𝑷𝑎𝑘

𝒛𝑎𝑘.
 remains white noise with the same 

variance, since 𝒘𝑠 𝑎𝑘
 is a unit vector. 

Proof. We show that 𝑷𝑎𝑘
 removes intra- and inter-cell 

interference at the kth receiver. Substituting eqs. (1) and (4) in 

eq. (10), we consider coefficients of 𝒖 𝑎𝑘
, 𝒖 𝑓𝑘

 separately. For 

𝑖 ≠ 𝑘, using (𝐴 ⊗ 𝐵)(𝐶 ⊗ 𝐷) = 𝐴𝐶 ⊗ 𝐵𝐷, coefficient of 𝒖 𝑎𝑖
 

becomes: 

𝑷𝑎𝑘
𝑯𝑎𝑘

𝑽𝑎𝑖
=

𝒶

√𝑁
∑ (𝒘𝑠 𝑎𝑘

⊗ (𝑫𝑠 𝑎𝑘
�̃�𝑓𝑘𝑎𝑘

))
2

𝑠=1
√𝛾𝑎𝑘

(𝑰𝑇

⊗ 𝒉𝑎𝑘
)(𝒗𝑎𝑖

⊗ 𝑰𝑇) 

                         =
𝒶

√𝑁
√𝛾𝑎𝑘

∑ (𝒘𝑠 𝑎𝑘
𝒗𝑎𝑖

)
2

𝑠=1
⊗ 𝑫𝑠 𝑎𝑘

�̃�𝑓𝑘𝑎𝑘
𝒉𝑎𝑘

, 

where by definition, for all 𝑠, 𝒘𝑠 𝑎𝑘
𝒗𝑎𝑖

= 0, if 𝑖 ≠ 𝑘. For 𝑖 = 𝑘, 

the remaining term is eq. (12). Coefficient of 𝒖 𝑓𝑘
:  

𝑷𝑎𝑘
𝑯𝑓𝑘𝑎𝑘

𝑽𝑓𝑘
=

𝒷

√𝑀𝑟

∑ (𝒘𝑠 𝑎𝑘
⊗ (𝑫𝑠 𝑎𝑘

�̃�𝑓𝑘𝑎𝑘
) )

2

𝑠=1
 

                              × √𝛾𝑓𝑘𝑎𝑘
(𝑰𝑇 ⊗ 𝒉𝑓𝑘𝑎𝑘

)(∑ 𝜉𝑖 𝑓𝑘

𝑇 ⊗ 𝒓𝑖𝒒𝑖
𝑇
𝑖=1 ) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 
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=
𝒷

√𝑀𝑟

√𝛾𝑓𝑘𝑎𝑘
∑ ∑ 𝒘𝑠 𝑎𝑘

𝑇𝜉𝑖 𝑓𝑘

𝑇 ⊗ 𝑫𝑠 𝑎𝑘
�̃�𝑓𝑘𝑎𝑘

𝒉𝑓𝑘𝑎𝑘

𝑇

𝑘=1

2

𝑠=1

𝒓𝑖𝒒𝑖 , 

where for 𝑠 = 1: 𝑫𝑠 𝑎𝑘
�̃�𝑓𝑘𝑎𝑘

𝒉𝑓𝑘𝑎𝑘
𝒓𝑖 = 0. Pre-multiplying by 

𝑫𝑠 𝑎𝑘
 selects a row of �̃�𝑓𝑘𝑎𝑘

 and post-multiplying by 𝑒1 = 𝒓𝑖 

for 𝑖 = 1,… , 𝑇 − 1, and 𝑒2 = 𝒓𝑇 selects a column of �̃�𝑓𝑘𝑎𝑘
, 

with the resulting row and column being orthogonal by 4 in 

Definition 1. For 𝑠 = 2: 𝒘𝑠 𝑎𝑘
𝑇𝜉𝑖 𝑓𝑘

𝑇 = 0 by 2 in Definition 1.∎ 

 

Example 3. For the example model, setting 𝐴 =

√(𝒉𝟐𝟐𝑓1𝑎1
)

2

+ (𝒉𝟏𝟐𝑓1𝑎1
)

2

, 𝐵 = √(𝒉𝟐𝟏𝑓1𝑎1
)

2

+ (𝒉𝟏𝟏𝑓1𝑎1
)

2

, 

𝑷𝑎1
 is given by: 

𝑷𝑎1
= ∑ (𝒘𝑠 𝑎1

⊗ (𝑫𝑠 𝑎1
�̃�𝑓1𝑎1

))
2

𝑠=1
, 

where 

𝒘1 𝑎1
= [−√1 − 𝑐2 0 𝑐], 𝒘2 𝑎1

= [0 1 0], 

𝓓𝑎1
= diag([0 1]𝑇), 𝓓𝑎2

= diag([1 0]𝑇), 

�̃�𝑓1𝑎1
=

[
 
 
 
−𝒉𝟐𝟐𝑓1𝑎1

𝐴

−𝒉𝟏𝟐𝑓1𝑎1

𝐴
−𝒉𝟐𝟏𝑓1𝑎1

𝐵

−𝒉𝟏𝟏𝑓1𝑎1

𝐵 ]
 
 
 

. 

Definition 2. In the neighbouring cells, the rows of the 

ℳ × 𝑀𝑟𝑇 projection matrix 𝑷𝑓𝑘
= 𝒘 ⊗ 𝑾, form an 

orthonormal basis of this subspace, where 

1. the 1× 𝑇 𝒘 is a unit vector orthogonal to 𝒗𝑎𝑖
 for all 𝑖, 

2. and 𝑾 is an ℳ × 𝑀𝑟 all-ones matrix. 

 

Theorem 2. Multiplying the received signal by projection 

matrix 𝑷𝑓𝑘
: 

�̃�𝑓𝑘
= 𝑷𝑓𝑘

𝒚𝑓𝑘
= 𝓗𝑓𝑘

𝒖𝑓𝑘
+ 𝒛𝑓�̃�

, 

 

where the ℳ × ℳ effective channel matrix is given by: 

𝓗𝑓𝑘
=

𝒷

√𝑀𝑟

𝓚𝑓𝑘
𝓓𝑓𝑘

, 

with    𝓚𝑓𝑘
= √𝛾𝑓𝑘

𝑾𝒉𝑓𝑘
,   𝓓𝑓𝑘

= ∑ 𝒘𝜉𝑖 𝑓𝑘

𝑇 𝒓𝑖𝒒𝑖
𝑇
𝑖=1 , 

and  𝒛𝑓𝑘.
̃ = 𝑷𝑓𝑘

𝒛𝑓𝑘.
 remains white noise with the same variance, 

since 𝒘 is a unit vector. 

Proof. We show that 𝑷𝑓𝑘
 removes inter-cell interference at the 

kth receiver. Substituting eqs. (6) and (8) in eq. (14), the 

coefficient of 𝒖 𝑎𝑖
, for all 𝑖, becomes: 

𝑷𝑓𝑘
𝑯𝑨𝑓𝑘

𝑽𝑎𝑖
=

𝒶

√𝑁
(𝒘 ⊗ 𝑾)√𝛾𝑎𝑘

(𝑰𝑇 ⊗ 𝒉𝑎𝑘
)(𝒗𝑎𝑖

⊗ 𝑰𝑇) 

         =
𝒶

√𝑁
√𝛾𝑎𝑘

∑ (𝒘𝒗𝑎𝑖
)

2

𝑠=1
⊗ 𝑾𝒉𝑎𝑘

, 

where by definition, for all i, 𝒘𝒗𝑎𝑖
= 0.                                     ∎ 

 

Example 4. For the example model, 𝑷𝑓1is given by: 

𝑷𝑓1 = 𝒘 ⊗ 𝑾 =
1

√1+2𝑐2
[𝑐 √1 − 𝑐2 𝑐] ⊗ [

1 1 1
1 1 1

]. 

 

B. Achievable Sum Rate 

In the main cell, since there is no CSIT, the rate for each 

user, for one time slot, is given by: 

𝑅𝑎𝑘
=

1

𝑇
𝔼 [logdet (𝑰𝑁 +

𝑃𝑚𝑎𝑖𝑛 𝑐𝑒𝑙𝑙

𝐾𝑁2𝜎𝑛
2 )]𝓓𝑎𝑘

𝓚𝑎𝑘
𝓚𝑎𝑘

∗𝓓𝑎𝑘

∗.   (16) 

For any channel realization, in the high SNR limit, the rate is 

maximized by maximizing: det𝓓𝑎𝑘
= ∏ (𝒘𝑠 𝑎𝑘

𝒗 𝑎𝑘
𝑇)2

𝑠=1 . For 

the example model, t=in the high SNR limit, the rate is 

maximized for 𝑐 = −1/√3. 

 In a neighbouring cell, since there is no CSIT, the rate for 

each user, for one time slot, is given by: 

𝑅𝑓𝑘
=

1

𝑇
𝔼 [logdet (𝑰𝑀𝑟

+
𝑃𝑛𝑐𝑒𝑙𝑙 𝐹𝑘

ℳ𝜎𝑛
2 )]𝓚𝑓𝑘

𝓓𝑓𝑘
𝓓𝑓𝑘

∗𝓚𝑓𝑘

∗.    (17) 

Where by taking det(𝓓𝑓𝑘
𝓓𝑓𝑘

∗), the optimal value of 𝑑, for 

the example model, was calculated as 𝑑 = ±0.5. 

III. PERFORMANCE RESULTS 

Our simulations were based on the example model described 

and performed in Matlab. The statistical model chosen was i.i.d. 

Rayleigh and our input symbols were Quadrature Phase Shift 

Keying (QPSK) modulated. Maximum-Likelihood (ML) 

detection was performed in the end of the decoding stage. The 

total transmit power in the mmWave cells was considered as 

10W, and therefore a and b, constants determined by power 

considerations in eqs. (3) and (4), are given 𝒶 = 𝒷 = √10. The 

path loss exponent was taken as 𝑛 = 2 (Line-of-sight).  

A. Degrees of Freedom 

Definition 3. As Degrees of Freedom (DoF), we define the total 

number of messages sent over the supersymbol (i.e., the number 

of total time slots 𝑇). 

 

Theorem 3. For the Blind IA scheme, the total DoF achieved 

are given by 𝐷𝑜𝐹𝐵𝑙𝑖𝑛𝑑 𝑖𝐴 = 𝐾
(𝑁+(𝐾−1)(𝑀𝑟−1)+1)

𝑇
. For TDMA, 

setting 𝑥 ∈ ℤ and 𝑥 < 𝑇, the total DoF are given by 

𝐷𝑜𝐹𝑇𝐷𝑀𝐴 = 𝐾
𝑥(𝑀𝑟𝐾−𝑁)+𝑁𝑇

𝑇
. 

Table II presents a comparison between Blind IA and TDMA. 

Table II. DoF of Blind IA and TDMA 

Scheme Main cell 𝑲 Neigh. cells 

Blind IA 𝐾𝑁

𝑇
 𝐾((𝐾 − 1)(𝑀𝑟 − 1) + 1)

𝑇
 

TDMA (𝑇 − 𝑥)𝑁

𝑇
 

𝑥𝐾𝑀𝑟

𝑇
 

Based on our simulations, Blind IA outperforms TDMA in the 

case that we provide more time slots and more antennas. 

B. Bit-Error Rate and Sum Rate 

The scheme of Blind IA was compared to the case that only 

one user is active in the multi-cell mmWave network (ie., to 

TDMA). The Bit Error Rate (BER) and rate of every user was 

simulated assuming that only one of them will receive message 

over T=3 time slots for the TDMA case. Fig. 4 depicts the BER 

for every user separately, for both Blind IA and TDMA. 

Overall, looking at the total network performance, Blind IA 

provides a better performance, especially for SNR values higher 

than 20dB. Moreover, the scheme of Blind IA always 

outperforms TDMA for users in the main cell. Regarding BER 

performance of users in the neighbouring cells, both schemes 

result in the same BER. 

(14) 

(15) 

(16) 
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Fig. 4. Blind IA vs. TDMA: BER Performance. 

 
Fig. 5. Blind IA vs. TDMA: Rate Performance. 

Finally, Fig. 5 shows the comparison, in terms of every user's 

rate (per time slot), between Blind IA and the TDMA scheme. 

The rate for the case of TDMA is given by: 

𝑅𝑎𝑘
𝑇

 
=

1

𝑇
𝔼 [logdet (𝑰𝑁 +

𝑃𝑚𝑎𝑖𝑛𝑐𝑒𝑙𝑙

𝑁2𝜎𝑛
2 )]𝓓𝑎𝑘

𝓚𝑎𝑘
𝓚𝑎𝑘

∗𝓓𝑎𝑘

∗,  (18) 

𝑅𝑓𝑘

𝑇 =
1

𝑇
𝔼 [logdet (𝑰𝑀𝑟

+
𝑃𝑛𝑐𝑒𝑙𝑙 𝐹𝑘

ℳ𝜎𝑛
2 )]𝓚𝑓𝑘

𝓓𝑓𝑘
𝓓𝑓𝑘

∗𝓚𝑓𝑘

∗
 .   (19) 

The rate of the main cell users is better in the Blind IA case, 

however users in the neighbouring cells achieve the same 

performance with both schemes. Overall, Blind IA greatly 

outperforms TDMA, as for example at 30 dB it results in a 

500% higher rate than TDMA. 

IV. CONCLUSIONS 

This paper introduces a Blind IA interference management 

scheme in the multi-cell mmWave network. Although, this 

paper focuses on the access, as mentioned in Section 1, if users 

are considered as mmWave APs, the scheme can be employed 

in fronthaul as well. Overall, the Blind IA scheme provides 

quite fair scheduling to users in the main cell and achieves 

higher DoF than TDMA in the case that 𝑀𝑟 = 𝑁. Furthermore, 

always compared to TDMA, the BER performance of users in 

the main cell is always better with the scheme of Blind IA, 

whereas for the neighbouring cell users, the performance is the 

same. The most important result is the amount by which Blind 

IA outperforms TDMA regarding the sum rate of the network. 

This by no means is a negligible result, considering the high-

rate demand of future networks. Future will consider a larger 

number of neighbouring cells interfering with every user in the 

main cell.  
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